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Modeling soil profile using GIS and Geo-
statistical algorithms 

Eng. Mohammed Abd El Fadil Ismail, Prof. Dr. Ali Abd El Fatah, Dr. Ashraf M. Hefny 
Abstract—This paper introduces the implementation of both GIS and Geo-statistics on Geotechnical raw data from boreholes and from CPT logs 
in 3D volumetric modeling of soil profile. It shows how both ArcGIS as a GIS software and Sgems as a specialized Geo-statistics software could be 
integrated to prepare such model in both cases. It starts by introducing Geo-statistics which is not much well known technique for the Geo-technical 
community and focuses of on the Sequential Indicator simulation (SIS) Algorithm as the most suitable Geo-statistical algorithm in modeling 
categorical data. Moreover, it discusses some of the problems that might face the modeler when dealing  with data from different source in order to 
produce the a unified soil model on the large scale(city scale) and proposed techniques and algorithms to overcome these problems are discussed. 
Mainly the paper focused on two problems. First, the problems of having data from different sources or soil reports with different formats and even 
different naming methodology, considering the more difficulties that could be faced for such reports with Arabic naming for soil layers. It shows a 
technique developed for classifying this data using a simple methodology of text patterning in order to manipulate the soil borehole data to produce 
the categories required for Geo-statistical modeling using SIS Second, it talks about the problem faced on such city scale data in order to fulfill the 
main Geo-statistics assumption "autocorrelation" and introduced a practical methodology using ARCGIS for raw data grouping. Besides that, it  
discusses the  means of integration and data exchange between ArcGIS and Sgems 

Index Terms— Geo-statistics - Kriging- Sequential indicator simulation - ArcGIS - Sgems - Variogram - autocorrelation - Soil profile .  

—————————      —————————— 
 

1 INTRODUCTION 
y the early beginning of the current century the 
geotechnical scientists started trying  the application 

of both GIS and geo-statistics in their various 
applications. One of these applications was the soil 
characterization specially for those mixed soils with 
anomalies and traces which is difficult to be characterized 
by only simple system of boreholes and may need some 
test like Cone penetration test (CPT) that gives a 
continuous representation of the soil profile.  Geo-
statistics in several studies has proved that it could give 
acceptable results in 3D soil profiling. The 
implementation of Geo-statistics for this purpose needs to 
have in mind some consideration like: 
• The needed software to be used considering its 

capabilities in both data and outputs manipulation 
and representation from one side and its Geo-
statistical capabilities from another side. 

• The problems that may rise in case the data is from 
different sources or it is distributed on a large area of 
study. 

• The suitable geo-statistical algorithm to be applied 
for the modeling process 
 

2 What is Geo-statistics 
In 1950's Georges Matheron recognized the approaches of 
the geologist  D.G Krige in spatially correlating large 
amount of data in predicting a real gold concentrations in 
South Africa. In 1965, in the Ecole des Mines, France 
Matheron was able to formulate the equations and 
algorithms of what is currently known as Geo-statistics 
and he honors the role of D.G krige by using the term 
"Kriging" to describe the process of estimating the values 
at un-sampled locations. [R1]  
 

Geo-statistics could be defined as “Statistical technique 
offers a way of describing the spatial continuity of natural 
phenomena and provides adaptations of classical 
regression techniques to take advantage of this 
continuity.” [R2] It depends on Topler first law of 
geography "Things that are closer together tends to be 
more alike than things that are far apart". It assumes that 
all values in the study area are the result of a random 
process with dependence. In a spatial or temporal 
context, such dependence is called autocorrelation. This 
concept was abstracted through an equation: 
Z(s) = µ(s) + ε(s)+ m [R3]                  (1) 
where Z(s) is the phenomena to be predicted at location s 
and µ is a mean (structural function describing the 
structural component) which is known or unknown and 
it is either constant or varies with location in data with 
trends, and these properties depends on the type of the 
used Kriging. ε(s)is the stochastic but spatially auto-
correlated residuals from µ(s) (i.e. the regionalized 
variable [R4]) and m is a constant account for un-biasness 
and can be defined as a random noise having a normal 
distribution with a mean of 0 and a variance σ2. [R5] 
Based on the above three main tasks are needed to 
perform geo-statistical modeling. First, is the 
determination of µ(s)or trends in data and to make data 
de-trending through transformation techniques. This to 
account for the assumption of Geo-statistics is a random 
process with dependence. Second, the de-trended data is 
used twice: to uncover the dependency rules (estimate the 
spatial autocorrelation or get a function for the 
regionalized variable) and to make predictions using 
generalized linear regression techniques (kriging) of 
unknown values. The constant in this linear regression is 
a matrix calculated based on the spatial autocorrelation 
calculated for the sample points of known data. The 
spatial autocorrelation could be represented by the semi-
variogram [R5] 
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The semi-variance can be estimated from the sample data 
using the formula: 
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where n is the number of pairs of sample points 
separated by distance h. The semi-variance can be 
calculated for different values of h, and s is an indicator 
for location. A plot of the calculated semi-variance values 
against h is referred to as an experimental variogram. 

 
Fig1: Variogram 
 
The dependence on the variogram to account for the 
regionalized variable depends on the consideration of  
intrinsic Stationarity concept. For semi-variograms, 
intrinsic stationarity is the assumption that the variance 
of the difference is the same between any two points that 
are at the same distance and direction apart no matter 
which two points are chosen. [R3] 
In geo-statistics there are two basic forms of prediction 
exist: estimation and simulation. In estimation, a single, 
statistically “best”  estimate  of  the spatial occurrence is 
produced. The estimation is based on both the sample 
data and on the variogram model. On the other hand, in 
simulation, many estimate scenarios (sometimes called 
“images”) of the property distribution are produced, 
using the same model of spatial correlation as required 
for kriging. Differences between the alternative maps 
provide a measure of quantifying the uncertainty, an 
option not available with kriging estimation. [R6]   
Fig 2. shows the geo-statistical modeling process for both 
estimation and simulation 

 
Fig .2. Geo-statistical modeling process 

3 USED SOFTWARE 
3.1 Sgems 

Sgems can be defined as an open-source computer  
software package for 3D geo-statistical modeling [R8]. It 
implements many of the classical geo-statistics 
algorithms, as well as new developments made at the 
SCRF (Stanford center for reservoir forecasting) lab, 
Stanford University. Sgems relies on the Geo-statistics 
Template Library (GsTL) to implement its geo-statistical 
routines, including: Kriging, Multi-variate kriging (co-
kriging), Sequential Gaussian simulation, Sequential 
indicator simulation, Multi-variate sequential Gaussian 
and indicator simulation and Multiple-point statistics 
simulation. The main features of Sgems are: 
Comprehensive geo-statistical toolbox, Standard data 
analysis tools: histogram, QQ-plots, variograms,..., 
interactive 3D visualization, Scripting capabilities: Sgems 
embeds the Python scripting language, that allows to 
automatically perform several (repetitive) actions, Use of 
plug-ins to add new geo-statistics algorithms, support 
new file formats, or increase the set of script commands. 
[R8].Sgems has two main types of geometric objects for 
data representation and inputs in the modeling process. 
These inputs could be either pointset (like the case of 
boreholes that are represented as 3D points carrying in 
their attributes the properties needed to be modeled), or 
grids that are considered as an output also. These grids 
could be either Cartesian ordinary grids or masked grids 
to show a certain geologic element considering that the 
term grid is used to represent also the 3D voxel model not 
like ArcGIS used to represent 2D cellular model only. 
These grids could be also geographical referenced (Geo-
referenced) by entering real coordinates for their origin.  
Whatever the type of this object, it could be stored in 
either Ascii files in Geo-EAS [10] format used by GSLIB 
[9] or native Sgems binary files. 1 
 
3.2 ArcGIS 
As a GIS product ArcGIS can deal with both raster and 
vector data, so it can be used not only in representing the 
boreholes point set or interpolated grids as Sgems but it 
can give a complete representation for the whole working 
site elements that could be needed for the modeling 
process. But still ArcGIS is missing the capability of 
dealing with real 3D Voxel data and this is one of the 
reasons of not using its Geo-statistical module in the 
modeling process in the practical part of the research. 
This deficit in ArcGIS was covered in some ArcGIS third 
party applications (ArcGIS extensions)  like Target of 
Geosoft Co., ArcHydro subsurface analyst of Aquaveo 
Co., EnterVol of Ctech and Rockworks of Rockware Co., 
[R11] but still some of these extensions do not support 
Geo-statistical algorithms like Rockworks or they are like 
EnterVol not supporting all the geo-statistical algorithms 
needed for different types of data. For the main Geo-
statistical extension of ArcGIS, it can deal only with 2D 
and not supporting the categorical data simulation 

                                                             
1 GSLIB is an acronym for Geo-statistical software library. This name 
was used for a collection of geo-statistical programs and libraries 
developed in Stanford university. [13] 
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algorithm which is the most suitable for boreholes 
modeling.   
 
4 INTEGRATION TECHNIQUE 
There are three means of integration between ArcGIS and 
Sgems for soil profile modeling: [R12] 
• Manual/Semi-automated integration depending on 

GSLIB Ascii files and Param XML Ascii files 
• Call a program (like ArcGIS) from Sgems through 

Python and C++ plug-in and use Sgems interface as 
the main working interface 

• Call Sgems externally from another program (e.g. 
ArcGIS) and let Sgems work from behind as if it is a 
service not an application (Through Python scripts) 

In the case study the first integration technique was 
adopted. It depends on the nature of the GSLIB and 
Param files and the ability to create and edit them 
through delimited text editors like notepad or Excel. The 
process of integration starts by the conversion of the 
source borehole data to Ascii file with the GSLIB format. 
This conversion depends on the package incubating the 
source data which in this case it was ArcGIS software. 
This conversion could be done manually through some 
tools in ArcGIS in addition to delimited text editor like 
Excel or it could be done automatically through a 
programming with a language that depends on the 
package carrying the source data which in the case of 
ArcGIS Python or .net or any other com compliant 
language. After this conversion the GSLIB file become 
readable to the Sgems and it could be read as grid or 
pointset (which is the one used in the case of boreholes). 
The file is then used in interpolation process (Estimation 
or simulation). The parameters file of the interpolation 
process could be also produced using the text editor but 
mainly it is generated through the Sgems interface due to 
the fact of needing manual intervention and evaluation in 
the determination of variograms parameters. The final 
output grid (as a result of interpolation and post 
processing) can be saved as GSLIB file and can be 
manipulated to be read by ArcGIS. This manipulation 
could be manually through ArcGIS tools and text editor 
or could be through a program. Finally this manipulated 
file can be present as 3D points in ArcGIS. It is worth 
considering that the process discussed in this section is 
not considering the ArcGIS 3D party programs 
mentioned above which  enables ArcGIS to represent data 
in 3D voxel representation.  

 
Fig 3. Manual interaction between Sgems and ArcGIS 
 
5  APPLIED GEO-STATISTICAL ALGORITHM 
In dealing with categorical data like soil categories a type 
of kriging called indicatior kriging is always used. 
Indicator Kriging (IK) uses the basic kriging paradigm 

but in the context of an indicator variable. Indicator 
kriging based on modeling the uncertainty about a 
category sk, k=1.....N of the categorical variable s at the 
un-sampled location u. The uncertainty is modeled by the 
conditional probability distribution function of the 
discrete random variable S(u):   
p(u: sk |(n)) = p{S(u) = sk|(n)}          (3) 
where  the conditioning information consists of n 
neighborhood categorical data s(uα). Each conditional 
probability p(u;sk|(n)) is also the conditional expectation 
of the class-indicator random variable I(u;sk): 
p(u;sk|(n)) = E{I(u;sk)|(n)}                (4) 
The kriging estimator for the indicator random variable is 
defined as 
 
[I(u;sk] - E{I(u;sk)]                               (5) 
                               = ∑ λα(u; sk

n(u)
α=1 )[I(uα; sk)− E{I(uα; sk)}]   

                                        
where λα(u; sk) is the weight assigned to the indicator 
datum I(uα; sk) interpreted as a realization of the 
indicator random variable I(uα; sk) [R14] 
Effectively indicator kriging produces a conditional 
probability distribution for each category at each grid 
location in the study region. From this probability 
distribution a category needs to be derived and so there 
must be a post-processing classification algorithm applied 
to the output of IK. There are a number of different post-
processing classification algorithms, such as maximum 
likelihood. These algorithms tend to over represent the 
category (litho-type) with the greatest global proportion 
and under represent or ignore the category of least global 
proportion [R15] 
While to simulate categorical data sequential indicator is 
used to simulate the spatial distribution of the mutually 
exclusive categories (litho-types) sk conditional to the 
data set {s(uα) ,α =1........,n} . A simplified work flow of 
the procedure, [R15] is as follows: 

1. Define a random path visiting each node of the 
study area grid only once. 

2. At each node u′: 
a. Use ordinary indicator kriging to determine 

the conditional probability of occurrence of 
each category sk ,[p(u′ ;sk | (n))]. The (n) 
conditioning information consists of the 
neighborhood original indicator data and 
previously simulated indicator values. 

b. Build a cumulative distribution function-
type function by adding the corresponding 
probabilities of occurrence of the categories 

c. Draw a random number p uniformly 
distributed in [0,1]. The simulated category 
at location u′ is the one corresponding to the 
probability interval that includes p. 

d. Add the simulated value to the conditioning 
data set. 

3. Proceed to the next node along the random path 
and repeat steps (a) to (d). 

4. Repeat the entire sequential procedure with a 
different random path to generate another 
realization 
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6 CASE STUDIES 
Two case studies were applied using this integration 
technique. 
• The first one was on 30 CPT logs taken from a costal 

project  in Kuwait. 
• The second one was on 850 boreholes covering 10th 

of Ramadan city in Sharkia governorate in Egypt.  
 

7  ADDRESSED PROBLEMS IN THE CASE STUDIES 
As mentioned, the city scale modeling of data could 
generate a number of problems considering the fact the 
data will be from different sources. Hence, in this context 
three problems are addressed.  First is the samples format 
whether they are from CPT test or drilling boreholes. 
Second, is the classification of data to get the categories 
required for the SIS in case the source is the form of soil 
reports from different sources. Third, is the assumption of 
autocorrelation and how it could be fulfilled on the large 
city scale considering the software limitations. The 
following lines shows how these problems were handled 
in the case study 
 
7-1 Producing categories form CPT. 
In order to convert the CPT log data to soil classes, the 
soil behavior type charts (SBT) are used like Robertson 
1986, Robertson 1990, Olsen and others. [R16] The 
problem comes in the correlation between both the 
continuous line of the cone resistance (qc) charts and the 
friction factor (Rf) to produce points to be represented on 
a SBT. This requires the superposition between the two 
charts to account for the local variations in each chart to 
get influencing points that need to be considered in the 
projection on the SBT. Another problem is the dense and 
small local variations that needs to be generalized. Hence, 
the following steps were followed to overcome these 
problems. 
First: the PDF files of the CPT logs were entered as 
images to ARCGIS software and digitized to get a vector 
representation for both the Rf and qc charts. For those 
clear charts, the ArcScan extension was used for 
automatic digitizing while for others they were digitized 
manually considering the raster snapping capabilities of 
ARCGIS 

 
Fig 4. Cone resistance and friction factor curves 
 

Second: The lines of the two charts qc and Rf were 
smoothed to minimize the local variations with a suitable 
degree using the Generalize tool of ArcGIS that uses 
Douglas-Peucker [R17] simplification algorithm with a 
suitable tolerance. 
Third: a superposition between the two generalized 
charts was done using a developed program that 
recognized the inflection vertices in each chart and 
getting the corresponding value from the second chart 
Fourth: these points are projected on the SBT chart to get 
the  soil type for each of them. By finishing this step the 
categories required for SIS are ready for modeling 
 

 
Fig 5. Robertson points on ArcGIS 
 
 Fifth: these points are given the X, Y coordinates of the 
CPT log and the depth of the point and they were 
represented as 3D pointset in ArcGIS and converted to 
the GSLIB format and interpolated using Sgems SIS 
algorithm. 
 
7-2 Different sources of soil reports 
The second problem considered in the case study was the 
in consistency of the borehole reports provided from 
different sources (consultancy offices) in different dates. 
In the case of 10th of Ramadan city in Egypt, there were 
more than 800 borehole reports from more than 10 offices, 
each was following a different methodology is naming 
the classified soil layers. Average 4 points are recorded 
for each borehole, then we have more than 3200 record 
need to be classified in order to create the soil categories 
required to apply SIS. Moreover this step would be 
repeated in case there is any change in the categories. 
Besides that, if we have data from boreholes and others 
from CPT and it is needed to consider both to refine the 
SIS Geo-statistical model, it is impossible to use the data 
with the naming like that mentioned in the table below . 
Another problem was that all the reports were in Arabic 
and they were not following any of the standardized 
systems for soil classification. 

TABLE 1 
TYPES OF CLASSIFICATION IN THE PROGRAM 

Layer name based on 
the report 

Pattern/ 
Classificatio
n in case of 

Classification 
when CPT fixed 
pattern 
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4 required considered 
(based on 
Robertson 1986) 

 بني الحجارة بكسر مخلوط رملي زلط
 10 1 صلب متحجر محمر
 ضعيف الى صلب متحجر رملي زلط

 10 2 أحمر الى بني الصلابة
 10 2 فاتح بني متوسط الى رفع رملي زلط
 فاتح بني الى محمر بني رملي زلط

 10 2 الصلابة ضعيف متحجر
 غامق بني ناعم الى متوسط زلطي رمل
 9 3 جدا صلب متحجر فاتح بني الى
 بكسر مخلوط متدرج زلطي رمل

 9 3 فاتح بني الكبيرة الحجارة
 متحجر أحمر متوسط الى خشن رمل
 9 4 جدا صلب
 محمر بني متوسط الى حرش رمل
 9 4 جيرية مواد و طمي اثار و رفيع وزلط

 
Hence a method of patterning this data was developed. 
The results of patterning depends on a preset number of 
classes (soil categories) or based on the comparison with 
another fixed pattern like in the case of SBT classes.  
The method depends on building what is called 
Knowledge tables of the known elements and adding as 
much expected names as possible. Sample of the 
considered tables: 

• Main soil Table: it contains the names of the 
following for example " ، رملزلط،  " 

• Complementary soil "زلطي ، رملي" 
• Main soil stiffness 
• Secondary soil: for mixed soils 
• Third soil: for mixed soils 
• Texture table: "خشن، ناعم" 
• Connection text table: "الى" 
• Main color 
• Secondary color 

Each value in the main knowledge tables was given a 
code. Three modules are used for patterns detection 
developed: 
Text verification module: This module parses all the 
words of each statement and compare them with the texts 
in the knowledge tables. For texts that will not match, the 
software give the user three choices, either to modify the 
text and this for those texts with spelling mistakes like 
 or to ,"رفيع" in the previous table and it is originally " رفع"
delete the text, or to add the text to one of the knowledge 
tables and a code is generated automatically for this new 
text. This module is run consecutively until all the text 
match. By the end of this of model all the texts should be 
coded. 
Pattern formation module: In this module the pattern is 
formed based on a group of coded rules. The module 
starts by rearranging the texts based on the knowledge 
tables considering the connection texts and the 
descriptive texts. Each table is given an order based on its 
consideration in the classification process. 
Classification module: This module classifies the soil 
based on the considered parts of the pattern. The 
minimum number of classes is the number of the main 
soils recognized in the input data. If the number of 
required classes is more than the number of main soils, 
the program starts considering the other parts of the 
pattern based on their knowledge table order. It is starts 

considering the other values based on their frequency in 
data. In some cases, it may be required by the user to 
consider both the main soil and the complementary soil 
as if they are one unit. This is very important when the 
mix of the main and complementary soils has the 
dominance in the number of frequent points 
  
7-3 Autocorrelation assumption on large scale 
This problem comes from the fact that all samples for 
each soil category in the area of study could be 
represented in Sgems only by one variogram and this 
could violate the main  concept of Geo-Statistics which is 
autocorrelation in case of wide areas like in the city scale. 
This problem was not considered in the case studies in 
this paper because the data in the areas of study was 
varying gently and the soil layers were continuous. But in 
general this problem needs to be considered in such scale 
of soil profile modeling. It could be simply implemented 
through the following steps using ArcGIS tools: 
1. Apply the Grouping Analysis tool in the spatial 

statistics data set to the points of each soil category. 
This tool implements a number of grouping 
algorithms on of which is the K-nearest [R18] 

2. Create the theissen polygons for all the points and 
merge the polygons of the points within the same 
group in order to cover the whole area of study. 

3. Repeat the same two steps for all other soil 
categories 

4. Union the polygon layers result from step3 to get all 
the possible combinations of soil zones 

5. Finally, the spatial analyst extension tools of ArcGIS 
could be used to eliminate small produced regions 
and merge them in neighboring regions to get the 
final set of interpolation zones. 

L.Zane etal 2013 [R19] mentioned a technique to utilize 
Geo-statistics variogram in determining the seeds 
required for the grouping and to determine the number 
of possible zones based on the range of the variogram. 
This technique could be used to refine the grouping 
process 
 
8 SIS GEO-STATISTICAL MODELING 
After preparing the categories and the zones using 
ArcGIS , the SIS was applied on the resulting points in 
Sgems creating a variogram for each category in each 
Zone and the output volumetric soil models for the zones 
were merged using ARCGIS after being converted to 3D 
points in ArcGIS ArcScene.  
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Fig 6. Logs represented as pointsets in Sgems software. 
 

 
Fig 7. Interpolated 3D model after applying SIS for one Zone and 
filtering to remove outliers 
 
9 CONCLUSION & RECOMMENDATION 
The implementation of Geo-statistics in geotechnical 
modeling is still in its beginning and needs more 
researches considering all the software that implements 
these algorithms. The integration between both ARCGIS 
and Sgems software has showed success in the 3D 
volumetric modeling of soil profile but still the issue need 
to be studied more specially for models on city scale. 
Some of the problems that were faced in modeling on 
such scale are addressed in this study, but not all of them 
were tested due to the gently varying nature of data. The 
mentioned algorithms either for borehole patterning or 
soil zoning may need to be tested more. For the pattering 
algorithm, it might to be tested on other versions of 
English soil reports while for this of Zoning the technique 
of L.Zane etal 2013 needs to be considered. ArcGIS as a 
software and it geo-processing showed great capabilities 
in data preparation, processing, presentation and 
reporting but still it is missing the suitable tools needed to 
deal with 3D voxel data and the suitable tools for 
categorical data simulation, these points which were 
covered by the Sgems software. A manual integration 
technique between the two software was presented but 
still it is needed to develop an automated process for such 
integration considering the support of both of them for 
python language   
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